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Mr. Collea

Probability & Chi Square: Goodness-of-Fit Test

Background Information:

Statistical analysis is one of the cornerstones of modern science. For instance, Mendel’s great insights about the behaviors of inherited factors were founded upon his understanding of mathematics and the laws of probability.  Today, we still apply those mathematical principles to the analysis of genetic information, as well as to virtually any other kinds of numerical data which might be collected. 

In this lab investigation, we will be examining one of these applications, the Chi Square (X2) Goodness-of-Fit Test.  Collected data rarely conform exactly to prediction, so it is important to determine if the deviation between the expected values (based upon the hypothesis) and the actual results is SIGNIFICANT enough to discredit the original hypothesis.  This need has led to the development of a variety of statistical devices (such as the chi square test) designed to challenge the collected data.  We will be examining this procedure using several simple examples of hypotheses and data collection.

Remember that the purpose of this test is to determine if the actual results are different enough from the predicted results to suggest that the hypothesis is not correct.

A Note about probability: Probabilities are predictions.  We make predictions of this kind all the time. For example, “There’s a fifty percent chance that baby will be a boy,” is a probability statement, based on the hypothesis that half of human births produce boys and half produce girls (which is in turn based upon understanding about X and Y chromosomes, and about sperm and eggs).   In formal mathematical language, probabilities are expressed as decimals between zero (no chance) and one (certainty). So the prediction above would be expressed as “the probability for a boy is 0.5.”  Expressed as a mathematical “sentence,” it would be P(boy) = 0.5.

The difficulty with working with probabilities is knowing when to conclude that an occurrence is NOT due to random chance.   Values far from the mean in a distribution can occur, but will occur with low probability in accordance with the Normal Distribution Curve below. 
                            
We are therefore essentially testing the hypothesis that the observed data fit a particular distribution.  

In a coin flip example, we're testing to see if our results fit those expected from the distribution of a fair coin.  So we need to come up with a point at which we can conclude our results are definitely not part of the distribution we are testing.  So when do you determine that a given data set no longer fits a distribution when random chance will always play a role?  Well, you've got to make an arbitrary decision, and biologists/statisticians set precedent long ago.  Given that 95% of the values in a distribution fall within two standard deviations of the mean (0.05 or 5% do not), statisticians have decided that if a result falls outside of this range, you can determine that your data does not fit the distribution you are testing.  This essentially says that if your result has equal to or less than a 5% chance of belonging to a particular distribution, then you can conclude with 95% confidence/certainty (meaning outside the 2 standard deviation interval) that it is not a part of that distribution.  As probabilities are listed as proportions, this means that a result is "statistically significant" if its occurrence (p-value) is ≤ 0.05. 

This leads to our statistical "rule of thumb":

whenever a statistical test returns a probability value (or "p-value") equal to or less than 0.05 (95% confidence), we reject the hypothesis that our results fit the distribution we expect to get.  The standard practice in such comparisons is to use a null hypothesis (written as "H0"), which states that there is NO difference and the data are not statistically significant and do fit the expected distribution.

  H0 :
The data fit the assigned distribution (no difference) with 95% `confidence and is not statistically
 
  
significant. 

To practice your interpretation of p-values, decide if each of the p-values below indicates that you should accept or reject your null hypothesis by circling the correct answer. 

 








A.
p-value = 0.11   


Accept    or    Reject    H0?










B. p-value = 0.56   


Accept    or    Reject    H0? 










C. p-value = 0.01   


Accept    or    Reject    H0? 










D. p-value = 0.9 > 0.7  

Accept    or    Reject    H0? 










E. p-value < 0.005   


Accept    or    Reject    H0
? 

Part I.  The Coin Toss: A Case Study 
After losing a close game in overtime, a local high school football coach accuses the officials of using a "loaded" coin during the pre-overtime coin toss.  He claims that the coin was altered to come up heads when flipped, his opponents knew this, won the coin toss, and consequently won the game on their first possession in overtime.  He wants the local high school athletic association to investigate the matter.  You are assigned the task of determining if the coach's accusation stands up to scrutiny.  Well, you know that a "fair" coin should land on heads 50% of the time, and on tails 50% of the time.  So how can you test if the coin in question is doctored?  If you flip it ten times and it comes up heads six times, does that validate the accusation?  What if it comes up heads seven times?  What about eight times?  Does coming up heads five time prove that it ISN‘T a rigged coin?  To make a conclusion, you need to know the probability of these occurrences. 

To examine the potential outcomes of coin flipping, we will use a Binomial Distribution.  This distribution describes the probabilities for events when you have two possible outcomes (heads or tails) and independent trials (one flip of the coin does not influence the next flip).  The normal distribution for ten flips of a “fair” coin is shown below.  
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Note that ratio of 5 heads : 5 tails is the most probable, and the probabilities of other combinations decline as you approach greater numbers of heads or tails.  The figure demonstrates two important points.  One, it shows that the expected outcome is the most probable – in this case a 5 : 5 ratio of heads to tails.  Two, it shows that unlikely events can happen due solely to random chance (e.g., getting 0 heads and 10 tails), but that they have a very low probability of occurring.

Also note that the binomial distribution is rather "jagged" when only ten coin flips are performed.  As the number of trials (coin flips) increases, the shape of the distribution begins to smooth out and resemble a normal curve.  Note how the shape of the curve with 50 trials is much smoother than the curve for 10 trials, and more representative of a normal curve as seen below.
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These normal curves are often referred to as a - bell curve.

Normal curves are useful because they allow us to make statistical conclusions about the likelihood of being a certain distance from the center (mean) of the distribution.  In a normal distribution, there are probabilities associated with differing distances from the mean.  Recall from Algebra 2/Trigonometry that 68% of the values in a sample showing normal distribution are within one standard deviation of the mean, 95% of values are within two standard deviations of the mean, and 99% of the values are within three standard deviations of the mean. 
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So back to our coin test...  It is comparing our result to the expected distribution of a fair coin.  To test the coin, you opt to flip it 50 times, tally the number of heads and tails, and compare your results to the fair coin distribution.  

Our null hypothesis (H0) would be as follows: 


H0 : The coin is not unbalanced OR there is no difference between this coin and any other coin and we 

   would expect an even number of heads and tails when flipped repeatedly with 95% confidence. 

You obtain the results:
33 Heads / 17 Tails
So what does this mean?  Referencing the distribution, we see that a ratio of 33 heads to 17 tails would only occur about less than 1% of the time if the coin were indeed fair.  As this is less than 5% (p < 0.05), we can reject our hypothesis that the data fit the expected distribution and we discovered something about the coin. 

In other words, we reject our null hypothesis with 95% confidence/certainty that the coin was fair and we would expect a 50% heads : 50% tails ratio.  We were testing the distribution of a fair coin, so this suggests the coin was not fair, and the coach's accusation has merit.  Again, by rejecting the null hypothesis were are discovering something about the coin which would indicate that further tests should be conducted or the number of trials (coin flips) should be increased so a more definitive conclusion could be reached. Either way…we discovered something about the coin! 

Man, I love a good controversy... 
Stating Conclusions  
Once you have collected your data and analyzed them to get your p-value, you are ready to determine whether your hypothesis is supported or not OR whether we should accept or reject the null hypothesis.  If the p-value in your analysis is 0.05 or less, then the data do not support your null hypothesis with 95% confidence that the observed results would be obtained due to chance alone. 

So, as a scientist, you would state your "unacceptable" results in this way:  

"The differences observed in the data were statistically significant at the 0.05 level."

You could then add a statement like, 

"Therefore, with 95% confidence, the data do not support the hypothesis that..."

 This is how a scientist would state "acceptable" results:  

"The differences observed in the data were not statistically significant at the 0.05 level."

You could then add a statement like, 

"Therefore, with 95% confidence, the data support the hypothesis that..."

And you will see that over and over again in the conclusions of research papers.

                                                          [image: image4.png]


 

Chi-Square Analysis 

The Chi-square is a statistical test that makes a comparison between the data collected in an experiment (observed) versus the data you expected to find.  It can be used whenever you want to compare the differences between expected results and experimental or observed data.  

Variability is always present in the real world.  If you toss a coin 10 times, you will often get a result different than 5 heads and 5 tails.  The Chi-Square test is a way to evaluate this variability to get an idea if the difference between real/observed and expected results are due to normal random chance, or if there is some other factor involved (like our unbalanced coin).  The Chi-square test helps you to decide if the difference between your observed results and your expected results is probably due to random chance alone, or if there is some other factor influencing the results.  

In other words, it determines what our p-value is! 

The Chi-square test will not, in fact, prove or disprove if random chance is the only thing causing observed differences, but it will give an estimate of the likelihood that chance alone is at work. 

Determining the Chi-square Value 

Chi-square is calculated based on the formula below. 

                   











X2 = ( 
We will fill out a table for the first go around so you can get familiar with how to use it.  Follow the following procedure to test the hypothesis that any given coin is even balanced and we would expect to get the same number of heads (50) and tails (50) when flipped 100 times. 

Activity

1.
State your null hypothesis for this activity below:


__________________________________________________________________________________


__________________________________________________________________________________


__________________________________________________________________________________


__________________________________________________________________________________


__________________________________________________________________________________


__________________________________________________________________________________

2. 
Each team of two students will toss a pair of coins exactly 100 times and record the results in Table 1.  
The only outcomes can be: both heads (H/H), one heads and one tails (H/T), or both tails (T/T).  
Based on the laws of probability (that we learned in math years ago), each of these have a 25%, 50%, 
and 25% chance of happening, respectively.  Each team must check their results to be certain that they 
have exactly 100 tosses. 

Table 1: Team Data for Coin Flip Test.

	Toss
	H/H
	H/T
	T/T
	
	Toss
	H/H
	H/T
	T/T
	
	Toss
	H/H
	H/T
	T/T

	1
	 
	 
	 
	
	35
	 
	 
	 
	
	69
	 
	 
	 

	2
	 
	 
	 
	
	36
	 
	 
	 
	
	70
	 
	 
	 

	3
	 
	 
	 
	
	37
	 
	 
	 
	
	71
	 
	 
	 

	4
	 
	 
	 
	
	38
	 
	 
	 
	
	72
	 
	 
	 

	5
	 
	 
	 
	
	39
	 
	 
	 
	
	73
	 
	 
	 

	6
	 
	 
	 
	
	40
	 
	 
	 
	
	74
	 
	 
	 

	7
	 
	 
	 
	
	41
	 
	 
	 
	
	75
	 
	 
	 

	8
	 
	 
	 
	
	42
	 
	 
	 
	
	76
	 
	 
	 

	9
	 
	 
	 
	
	43
	 
	 
	 
	
	77
	 
	 
	 

	10
	 
	 
	 
	
	44
	 
	 
	 
	
	78
	 
	 
	 

	11
	 
	 
	 
	
	45
	 
	 
	 
	
	79
	 
	 
	 

	12
	 
	 
	 
	
	46
	 
	 
	 
	
	80
	 
	 
	 

	13
	 
	 
	 
	
	47
	 
	 
	 
	
	81
	 
	 
	 

	14
	 
	 
	 
	
	48
	 
	 
	 
	
	82
	 
	 
	 

	15
	 
	 
	 
	
	49
	 
	 
	 
	
	83
	 
	 
	 

	16
	 
	 
	 
	
	50
	 
	 
	 
	
	84
	 
	 
	 

	17
	 
	 
	 
	
	51
	 
	 
	 
	
	85
	 
	 
	 

	18
	 
	 
	 
	
	52
	 
	 
	 
	
	86
	 
	 
	 

	19
	 
	 
	 
	
	53
	 
	 
	 
	
	87
	 
	 
	 

	20
	 
	 
	 
	
	54
	 
	 
	 
	
	88
	 
	 
	 

	21
	 
	 
	 
	
	55
	 
	 
	 
	
	89
	 
	 
	 

	22
	 
	 
	 
	
	56
	 
	 
	 
	
	90
	 
	 
	 

	23
	 
	 
	 
	
	57
	 
	 
	 
	
	91
	 
	 
	 

	24
	 
	 
	 
	
	58
	 
	 
	 
	
	92
	 
	 
	 

	25
	 
	 
	 
	
	59
	 
	 
	 
	
	93
	 
	 
	 

	26
	 
	 
	 
	
	60
	 
	 
	 
	
	94
	 
	 
	 

	27
	 
	 
	 
	
	61
	 
	 
	 
	
	95
	 
	 
	 

	28
	 
	 
	 
	
	62
	 
	 
	 
	
	96
	 
	 
	 

	29
	 
	 
	 
	
	63
	 
	 
	 
	
	97
	 
	 
	 

	30
	 
	 
	 
	
	64
	 
	 
	 
	
	98
	 
	 
	 

	31
	 
	 
	 
	
	65
	 
	 
	 
	
	99
	 
	 
	 

	32
	 
	 
	 
	
	66
	 
	 
	 
	
	100
	 
	 
	 

	33
	 
	 
	 
	
	67
	 
	 
	 
	
	 
	 
	 
	 

	34
	 
	 
	 
	
	68
	 
	 
	 
	
	TOTAL
	 
	 
	 


 Table 2: Class Data for Coin Flip Test.

	
	1
	2
	3
	4
	5
	6
	7
	8
	Obs.
	Exp.

	H/H
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	H/T
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	T/T
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Total 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 


3. 
Analyze both the team and class data separately (in Tables 3 and 4) using the Chi- Square analysis 
as 
explained below. 



A. For your individual team results, complete column A on Table 3 by entering your observed 




results in the coin toss exercise. 



B. For your individual team results, complete column B on Table 3 by entering your expected 




results in the coin toss exercise.  In some cases – but not this time – it is okay if you have to use 


decimals for fractions (1⁄2 = 0.5).



C. For your individual team results, complete column C on Table 3 by calculating the difference 



between your observed and expected results. 



D. For your individual team results, complete column D on Table 3 by calculating the square of 



the difference between your observed and expected results – this is done to force the result to be 


a positive number. 



E. For your individual team results, complete column E on Table 3 by dividing the square in 




column D by the expected results. 



F. Calculate the X2 value by summing each of the answers in column E.  The ( symbol  means 




summation. 



G. Repeat these calculations for the full class data and complete Table 4.



H. Enter the – “Degrees of Freedom” in Tables 3 and 4 based on the explanation below the data 



tables. 

Table 3: Chi-Square Analysis of Individual Team Data

	
	A
	B
	C
	D
	E

	
	obs
	exp
	obs - exp
	(obs - exp)2
	(obs - exp)2 exp

	H/H
	 
	 
	 
	 
	 

	H/T
	 
	 
	 
	 
	 

	T/T
	 
	 
	 
	 
	 

	
	
	
	 
	       X2 Total
	 

	
	
	
	              Degrees of Freedom
	 


Table 4: Chi-Square Analysis of Class Team Data
	
	A
	B
	C
	D
	E

	
	obs
	exp
	obs - exp
	(obs - exp)2
	(obs - exp)2 exp

	H/H
	 
	 
	 
	 
	 

	H/T
	 
	 
	 
	 
	 

	T/T
	 
	 
	 
	 
	 

	
	
	
	 
	       X2 Total
	 

	
	
	
	              Degrees of Freedom
	 


Interpreting Chi-Square Value 

The rows in the Chi-Square Distribution table (Table 5) refer to degrees of freedom. The degrees of freedom are calculated as the one less than the number of possible results in your experiment.  

In the double coin toss exercise, you have 3 possible results: two heads, two tails, or one of each. Therefore, there are two degrees of freedom for this experiment. 

In a sense, the “degrees of freedom” is measuring how many classes of results can “freely” vary their numbers. In other words, if you have an accurate count of how many 2-heads, and 2-tails tosses were observed, then you already know how many of the 100 tosses ended up as mixed head-tails, so the third measurement provides no additional information.

Table 5: The Chi-Square Distribution Table.
	
	Probability of the Chi-Square [P (X2)]

	df
	0.995
	0.975
	0.9
	0.5
	0.1
	0.05
	0.025
	0.01
	0.005

	1
	0.000
	0.000
	0.016
	0.455
	2.706
	3.841
	5.024
	6.635
	7.879

	2
	0.010
	0.051
	0.211
	1.386
	4.605
	5.991
	7.378
	9.210
	10.597

	3
	0.072
	0.216
	0.584
	2.366
	6.251
	7.815
	9.348
	11.345
	12.838

	4
	0.207
	0.484
	1.064
	3.357
	7.779
	9.488
	11.143
	13.277
	14.860

	5
	0.412
	0.831
	1.610
	4.351
	9.236
	11.070
	12.832
	15.086
	16.750

	6
	0.676
	1.237
	2.402
	5.348
	10.645
	12.592
	14.449
	16.812
	18.548

	7
	0.989
	1.690
	2.833
	6.346
	12.017
	14.067
	16.013
	18.475
	20.278

	
	
	
	
	
	
	
	
	
	

	8
	1.344
	2.180
	3.490
	7.344
	13.362
	15.507
	17.535
	20.090
	21.955

	9
	1.735
	2.700
	4.168
	8.343
	14.684
	16.919
	19.023
	21.666
	23.589

	10
	2.156
	3.247
	4.865
	9.342
	15.987
	18.307
	20.483
	23.209
	25.188

	
	Accept the Null Hypothesis: Ho
	Reject the Null Hypothesis: Ho


So which column do we use in the Chi-square Distribution Table and why?
The columns in the Chi-Square Distribution Table with the decimals from 0.995 through 0.50 to 
0.005 refer to probability levels of the Chi-square.  

For instance, 3 events were observed in our coin toss exercise, so we already calculated we would use 2 degrees of freedom. If we calculate a Chi-Square value of 1.423 from the experiment, then when we look this up on the Chi-Square Distribution chart, we find that our Chi-Square value places us near the “p=.50” column – in the range of 0.50 > 0.10.  This means that the variance between our observed results and our expected results would occur from random chance between 10-50% of the time.  Therefore, we could conclude (with 95% confidence – 2 standard deviation interval) that chance alone could cause such a variance often enough that the data still supported our hypothesis, and probably another factor is not 

influencing our coin toss results.  

However, if our calculated Chi-Square value, yielded a sum of 5.991 or higher, then when we look this up on the Chi-Square Distribution chart, we find that our Chi-Square value places us beyond the “p=.05” column.  This means that the variance between our observed results and our expected results would occur from random chance alone less than 5% of the time (only 1 out of every 20 times). Therefore, we would conclude (with 95% confidence) that chance factors alone are not likely to be the cause of this variance. Some other factor is causing some coin combinations to come up more than would be expected.  Maybe our coins are not balanced and are weighted to one side more than another. 

Variations on the Chi-Square Analysis 

In medical research, the chi-square test is used in a similar - but interestingly different - way. 

When a scientist is testing a new drug, the experiment is set up so that the control group receives a placebo and the experimental group receives the new drug. Analysis of the data is trying to see if there is a difference between the two groups. The expected values would be that equal numbers of people get better in the two groups - which would mean that the drug has no effect. If the chi-square test yields a 

p-value greater than .05, then the scientist would accept the null hypothesis which would mean the drug has no significant effect. The differences between the expected and the observed data could be due to random chance alone. If the chi- square test yields a p-value = .05, then the scientist would reject the null hypothesis which would mean the drug has a significant effect. The differences between the expected and the observed data could not be due to random chance alone and can be assumed to have come 

from the drug treatment.  

In fact, Chi-Square analysis tables can go to much lower p-values than the one above - they could have 

p-values of .001 (1 in 1000 chance), .0001 (1 in 10,000 chance), and so forth. For example, a p-value of .0001 would mean that there would only be a 1 in 10,000 chance that the differences between the expected and the observed data were due to random chance alone, whereas there is a 99.99% chance that the difference is really caused by the treatment.  These results would be considered highly significant. 

Part I.  Analysis Questions
1.
Based on the laws of probability, what was your expected numbers for individual team coin toss? 


__________________________________________________________________________________


__________________________________________________________________________________  

2.
What was your calculated Chi-Square value for your individual team data?   
___________________ 

3.
What p-value does this Chi-Square value correspond to?                            

___________________ 

4.
Was your null hypothesis accepted or rejected by your results?  Explain (completely and accurately) 
using the Chi-Square analysis.


__________________________________________________________________________________


__________________________________________________________________________________


__________________________________________________________________________________


__________________________________________________________________________________  


__________________________________________________________________________________

__________________________________________________________________________________

5.
Based on the laws of probability, what was your expected numbers for the class coin toss? 


__________________________________________________________________________________


__________________________________________________________________________________  

6.
What was your calculated Chi-Square value for the class data?                   

____________________

7.
What p-value does this Chi-Square value correspond to?                            

____________________ 

8.
Was your null hypothesis accepted or rejected by your results?  Explain (completely and accurately) 
using the Chi-Square analysis. 


__________________________________________________________________________________


__________________________________________________________________________________


__________________________________________________________________________________


__________________________________________________________________________________ 


__________________________________________________________________________________


__________________________________________________________________________________

Significance of a Larger Sample Size 
9.
When designing research studies, scientists purposely choose large sample sizes.  Work through these 
scenarios to understand why... 


(a) Just an in your experiment, you flipped 2 coins, but you only did it 10 times.  You collected these 


data below.  Use Table 6 to calculate the Chi-Square value.  (It is okay to use decimals for your 


expected column!)

Table 6: Testing coin flipping results with a sample size of 10 flips.
	
	obs
	exp
	obs - exp
	(obs - exp)2
	(obs - exp)2   exp

	H/H
	1 
	 
	 
	 
	 

	H/T
	8
	 
	 
	 
	 

	T/T
	1 
	 
	 
	 
	 

	
	
	
	 
	       X2 Total
	 

	
	
	
	                     Degrees of Freedom
	 


· Would you accept or reject the null hypothesis?  Explain (completely and accurately) using the Chi-Square analysis. 



________________________________________________________________________________



________________________________________________________________________________ 



________________________________________________________________________________  



________________________________________________________________________________


________________________________________________________________________________  



________________________________________________________________________________

(b) Now you flipped your coins again, but you did it 100 times.  You collected these data below.  



 Use Table 7 to calculate the Chi-Square value.   

Table 7: Testing coin flipping results with a sample size of 100 flips.
	
	obs
	exp
	obs - exp
	(obs - exp)2
	(obs - exp)2   exp

	H/H
	10 
	 
	 
	 
	 

	H/T
	80
	 
	 
	 
	 

	T/T
	10 
	 
	 
	 
	 

	
	
	
	 
	       X2 Total
	 

	
	
	
	                     Degrees of Freedom
	 


· Would you accept or reject the null hypothesis?  Explain (completely and accurately) using the Chi-Square analysis. 



________________________________________________________________________________



________________________________________________________________________________ 



________________________________________________________________________________  



________________________________________________________________________________


________________________________________________________________________________  


(c)
Now you flipped your coins again, but you did it 1000 times.  You collected these data below.  



Use Table 8 to calculate the Chi-Square value. 

Table 8: Testing coin flipping results with a sample size of 1000 flips.
	
	obs
	exp
	obs - exp
	(obs - exp)2
	(obs - exp)2   exp

	H/H
	100 
	 
	 
	 
	 

	H/T
	800
	 
	 
	 
	 

	T/T
	100 
	 
	 
	 
	 

	
	
	
	 
	       X2 Total
	 

	
	
	
	                     Degrees of Freedom
	 


· Would you accept or reject the null hypothesis?  Explain (completely and accurately) using the Chi-Square analysis. 



________________________________________________________________________________



________________________________________________________________________________ 



________________________________________________________________________________  



________________________________________________________________________________



________________________________________________________________________________   

10. Explain why scientists purposely choose large sample sizes when they design research studies using 
 
 data obtained from each of the above analyses.


__________________________________________________________________________________


__________________________________________________________________________________


__________________________________________________________________________________


__________________________________________________________________________________ 


__________________________________________________________________________________ 

Exercise 1:  Work in groups of four.

Each partner should collect a penny from the instructor.

The class will discuss the hypothesis which will be tested, and the expected results if that hypothesis is true. Record these numbers on your data sheet in the indicated spaces.

Each partner should toss his/her penny 100 times. Record the number of heads and the number of tails. You need not keep track of the order, simply how many of each. Combine the sets of figures for your group, then combine with those generated by the other students in the class.  The total numbers of heads and tails for the class represent our observed results.

Carefully follow the calculation of the chi square value for this experiment as demonstrated by the instructor, and the use to which that value is put. (There is also an example included at the end of this handout. ) The purpose of the chi square test is to answer the following question:

	Your observed results were almost certainly not precisely identical to your expected results. Are they different enough to merit questioning our hypothesis—that the pennies are fairly balanced? 


This is a very important question, and is not always easy to answer. In a scientific report, the comparison of collected data and expected results must always be made through the use of a statistical challenge of significance (eg. A statistical test to determine whether there is a significant difference between predicted results and actual results).

Exercise 2: A similar activity will be performed using dice. Your group will be expected to perform this chi-square test more independently.

Exercise 3: These techniques will now be applied to biological data.

Consider a mating between two brown gerbils.  Here’s the way this mating would be presented:

	The hypothesis concerning the fur color gene in consideration is that the trait is controlled by a single gene with two different forms (alleles), brown and black, and that the brown allele is dominant to the black allele.

We will use the symbols B for the brown allele and b for the black allele.

Our knowledge of genetics tells us that each gerbil carries two alleles for this gene, so possible allele combinations would be BB (which would be a brown gerbil), bb (which would be a black gerbil, and Bb (which would be a brown gerbil, because of our hypothesis that brown is dominant).  Note also that, according to this hypothesis, we won’t be able to tell whether a brown gerbil is BB or Bb. 

Our mother gerbil is Honey, who is brown.  Honey’s mother and father were brown and black, respectively.  This leads us to predict that Honey’s allele combination is Bb.

Our father gerbil is Ritz, who is also brown, and also had one brown parent and one black parent. This leads us to predict that Ritz’s allele combination is also Bb.

So our mating is:  Bb x Bb

We’d work our little genetics problem (which is our way to arrive at our prediction) like this:

B

b

B

BB

Bb

b

Bb

bb

From this, we predict that among the babies we’d have:

1/4 BB                       .

2/4 Bb     or     3/4 Brown

1/4 bb             1/4 Black

Stated as probabilities:

P(Brown) = .75

P(Black) = .25


Your instructor will give you actual data from matings like this one. Referring to the chi square table provided on the data sheet, complete a chi square analysis on these data.  Are the actual results close enough to the predicted results to merit accepting this hypothesis?

Consider a second gene, also studied using gerbils like Honey and Ritz.  In this case, the gene is for a fur color pattern called “white spotting,” or “Canada White Spot.”  Wild gerbils have essentially solid brown fur. White spotted gerbils have a pattern of white markings on their otherwise colored fur.  Here’s the hypothesis regarding this gene:

	Again, the hypothesis concerning this gene is that the trait is controlled by a single gene with two different forms (alleles), white spotted and solid (wild type). Preliminary observation suggests that the white spotted allele is the dominant one. The observations that led to this prediction were (1) sometimes white spotted parents produced solid color babies—indicating that solid can be hidden; (2) two solid color parents never produced any white spotted babies, suggesting that white spotting can’t be hidden, and thus can’t be recessive.

We will use the symbols W for the white spotted allele and w for the solid allele.

Our knowledge of genetics tells us that each gerbil carries two alleles for this gene, so possible allele combinations would be WW (which would be a white spotted gerbil), ww (which would be a solid gerbil, and Ww (which would be a white spotted gerbil, because of our hypothesis that white spotted is dominant).  Note also that, according to this hypothesis, we won’t be able to tell whether a white spotted gerbil is WW or Ww. 

Once again, our mother gerbil is Honey, who is white spotted.  Honey’s mother and father were white spotted and solid, respectively.  This leads us to predict that Honey’s allele combination is Ww.

Our father gerbil is Ritz, who is also white spotted, and also had one white spotted parent and one solid parent. This leads us to predict that Ritz’s allele combination is also Ww.

So our mating is:  Ww x Ww

We’d work our little genetics problem (which is our way to arrive at our prediction) like this:

W

w

W

WW

Ww

w

Ww

ww

From this, we predict that among the babies we’d have:

1/4 WW                                .

2/4 Ww     or     3/4 White spotted

1/4 ww             1/4 Solid          .

Stated as probabilities:

P(White spotted) = .75

P(Solid) = .25          .




Again, your instructor will give you data from actual matings involving this gene. Perform a Chi-Square Goodness-of-Fit test to determine whether this hypothesis about this gene is supported by the data.

Example: Chi Square Analysis

My hypothesis is that a particular penny is a fair penny.  In other words, that it is not weighted or in any other way designed to favor falling with heads up or to favor falling with tails up.  If this is true of my coin, then my prediction is that the probability of flipping heads (P(H)) is 0.5, and the probability of flipping tails (P(T)) is also 0.5. This means that I am predicting that ½ of the time the coin will come up heads, and ½ of the time it will come up tails.  Therefore, if I flip a coin 300 times, my hypothesis predicts:  

	Expected:     Heads: 150     Tails: 150     Total: 300


To test this hypothesis, I flip my penny 300 times. Here are the numbers I get:

	 Observed:     Heads: 162     Tails: 138     Total: 300


There are several factors which are important in determining the significance between the observed (O) and expected (E) values.

The absolute difference in numbers is important. This is obtained by subtracting the E value from the O value  (O-E).     

	For heads: O-E = 162 - 150 = 12     For tails: O-E = 138 – 150 = -12 


To get rid of the plus and minus signs, and for other esoterical statistical reasons, these values are squared, giving us (O-E)2 for each of our data classes.

	For heads: (O-E)2 = 122= 144     For tails (O-E)2 = -122= 144


The number of trials is also very important. A particular deviation from perfect means a lot more if there are only a few trials than it would if there were many trials. This is done by dividing our (O-E)2 values by the expected values (which reflect the number of trials), 

	For heads: (O-E)2/E = 144/150 = 0.96*     For tails: (O-E)2/E = 144/150 = 0.96*

	*These values won’t always work out to be the same for all of the categories. In this case they do because we have only two categories of data, and our expectations for the two categories are identical.




To calculate the chi square value for our experiment, we add together all of the (O-E)2/E values—one for each of the categories of results, (In this experiment, our categories of results are “heads” and “tails”; for the dice you will be using in class, there would be six categories of results: 1, 2, 3, 4, 5, and 6.)

	Sum of the X2 = .96 + .96 = 1.92


Note some important features of this number.  It’s the sum of two numbers derived from fractions.  The absolute difference between expected and observed results are in the numerators of those fractions, so the more you miss, the bigger the chi square number will turn out to be.  The expected values, reflecting the number of trials, are in the denominators of those fractions, and thus the bigger your sample size, the smaller the X2 numbers will turn out to be.

All of this information can be laid out in a Xw data table:

	Class (of data)
	Expected
	Observed
	(O – E)
	(O – E)2
	(O – E)2/E

	Heads
	150
	162
	12
	144
	.96

	Tails
	150
	138
	-12
	144
	.96

	Total
	300
	300
	
	
	Sum of X2 = 1.92


NOTE that the greater the deviation of any observed value from its expected value, the larger the X2 value will be, and that the larger the sample size, the smaller the X2 value will be. Thus, in general, the smaller the Sum of the X2 value, the better the fit between our prediction and our actual data.

Now that you have a sum of the X2 value, you must determine how significant that value is. Remember that the question is, are your actual data different enough from your predicted data to cast your hypothesis in doubt? For the next step, you need one additional bit of information: the degrees of freedom (df). Degrees of freedom reflects the numbers of independent and dependent variables in your experiment. To calculate the degrees of freedom, we need to know the number of classes of data. In the case of this example, that number would be two (“heads” and “tails”). If you were doing an exercise with dice, rather than coins, the number of classes of data would be six (the six possible sides of the dice). Degrees of freedom will generally be the number of classes of data minus one. In this case, 2 – 1 = 1 degree of freedom. Again, if we were dealing with dice rather than coins, degrees of freedom would be 6 – 1 = 5. 

Now we have two different numbers—the sum of the X2 and the degrees of freedom—1.96 and 1, respectively, for our coin tossing example. The final step in our process is to refer to a professionally prepared table of the probabilities of X2 values. Such a table is reproduced on the last page of this document. These tables come in a variety of sizes, depending upon how many subdivisions (columns) are present, and how high the degrees of freedom go. This particular table is rather small compared to many available tables. The table lists the degrees of freedom as the headings to the rows. Across the top are probability figures—the “probability of the Chi-Square.” The interior of the table consists of the sum of the X2 values themselves. Remember, the point of the exercise is to decide whether our actual data are far enough away from the numbers which we predicted to justify throwing out our hypothesis.

To Use the Table

Find the degrees of freedom for your data (1 in this case) in the left-hand column of the table.

Scan across the row of X2 values beside the df number until you find two values which bracket your calculated number (1.96 in this case). This means that one of the figures will be larger, and the other will be smaller. If the table were subdivided into enough columns, you might have found your exact calculated value on the table, but you should easily be able to see why that happens only very rarely. Generally, you have to be satisfied with finding the bracketing numbers. In this case, 1.96 falls between the numbers 0.455 and 2.706. 

Look up at the top of the table to see which probabilities correspond to your bracketing X2 values—in this case, 0.50 and 0.10 respectively. If you had found your exact X2 value on this table, its probability would have fallen somewhere between these two. So we could say that 0.10 < P(X2) < 0.50. This mathematical statement means “the probability of our Chi-Square falls between 0.10 and 0.50.”

So what does that mean? A probability of 0.10 corresponds to a “chance” of 10%; a probability of 0.50 to a “chance” of 50%. This chi-square result means that, if our hypothesis is correct, and we performed exactly this experiment over and over again, 10% to 50% of the time, our results would be at least this far from what we predicted. Or, the probability that we would get results at least as bad as these, even though our hypothesis is correct is between 0.10 and 0.50. 

The usual “level of discrimination” used by investigators is P(X2) = 0.05. Thus, if your chi-square value has a probability of 0.05 or lower, it is very likely (but not certain) that your hypothesis is not correct.

Critical Values of the X2 Distribution

	

	df
	0.995
	0.975
	0.9
	0.5
	0.1
	0.05
	0.01
	0.005

	1
	0.000
	0.000
	0.016
	0.455
	2.706
	3.841
	6.635
	7.879

	2
	0.010
	0.051
	0.211
	1.386
	4.605
	5.991
	9.210
	10.597

	3
	0.072
	0.216
	0.584
	2.366
	6.251
	7.815
	11.345
	12.838

	4
	0.207
	0.484
	1.064
	3.357
	7.779
	9.488
	13.277
	14.860

	5
	0.412
	0.831
	1.610
	4.351
	0.236
	11.070
	15.086
	16.750

	6
	0.676
	1.237
	2.402
	5.348
	10.645
	12.592
	16.812
	18.548

	7
	0.989
	1.690
	2.833
	6.346
	12.017
	14.067
	18.475
	20.278

	8
	1.344
	2.180
	3.490
	7.344
	13.362
	15.507
	20.090
	21.955

	9
	1.735
	2.700
	4.168
	8.343
	14.684
	16.919
	21.666
	23.589

	10
	2.156
	3.247
	4.865
	9.342
	15.987
	18.307
	23.209
	25.188


Chi Square Goodness-of-Fit Test

Data Sheet

Exercise 1: Coins:

Predictions based upon your hypothesis:

	P(H)
	
	#H/________ (Class Prediction)
	

	P(T)
	
	#T/________ (Class Prediction)
	


Data collection:

	Your Tosses
	Your Group
	Class Totals (from board)

	Heads
	Tails
	Heads
	Tails
	Heads
	Tails

	
	
	
	
	
	


Chi-Square Table (Coins):

	Class
	Expected
	Observed
	O – E
	(O – E)2
	(O – E)2/E

	Heads
	
	
	
	
	

	Tails
	
	
	
	
	

	Total
	
	
	
	
	


Degrees of Freedom: ______________    
Probability of the X2: ____________________________________

Conclusion: 

Exercise 2: Dice:

Predictions based upon your hypothesis:

	Class
	Probability
	Expected Number

	One
	
	

	Two
	
	

	Three
	
	

	Four
	
	

	Five
	
	

	Six
	
	


Data Collection: 

	
	Your Rolls
	Group
	Class

	1’s Rolled
	
	
	

	2’s Rolled
	
	
	

	2’s Rolled
	
	
	

	4’s Rolled
	
	
	

	5’s Rolled
	
	
	

	6’s Rolled
	
	
	


Chi Square Table (Dice)

	Class
	Expected
	Observed
	O – E
	(O – E)2
	(O – E)2/E

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	Total
	
	
	
	
	


Degrees of Freedom: ______________    
Probability of the X2: ____________________________________

Conclusion: 

Exercise 3: Gerbils

First Mating:

	
	Predicted
	Actual

	Brown
	
	

	Black
	
	


Chi-Square Table (Gerbils 1):

	Class
	Expected
	Observed
	O – E
	(O – E)2
	(O – E)2/E

	Brown
	
	
	
	
	

	Black
	
	
	
	
	

	Total
	
	
	
	
	


Degrees of Freedom: ______________    
Probability of the X2: ____________________________________

Conclusion: 

Second Mating:

	
	Predicted
	Actual

	White Spotted
	
	

	Solid
	
	


Chi-Square Table (Gerbils 2):

	Class
	Expected
	Observed
	O – E
	(O – E)2
	(O – E)2/E

	White Spotted
	
	
	
	
	

	Solid
	
	
	
	
	

	Total
	
	
	
	
	


Degrees of Freedom: ______________    
Probability of the X2: ____________________________________

Conclusion: 

(observed – expected)2


            expected
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